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Abstract when the network is sufficiently synchronous. Beginning

This paper presents the first architecture for large-scaleVith Castro and Liskov’s BFT protocol [14] in 1999 and
wide-area intrusion-tolerant state machine replicatiorcontinuing throughout the 2000s (e.g., [17, 18, 20, 33]),
that is specifically designed to perform well even whenpProtocols in this class were shown to be capable of
some of the servers are Byzantine. The architectur@roviding good performance in fault-free executions in
is hierarchical and runs attack-resilient state machinémall-scale, local-area network settings. In paralled, th
replication protocols within and among the wide-areaSteward system [8] and customizable replication archi-
sites. Given the constraints of the wide-area environiecture in [6] showed how to leverage a hierarchical ar-
ment, we explore the challenges and tradeoffs of builg<chitecture to improve the scalability of these systems in
ing inter-site communication protocols that use wide-large wide-area deployments.

area bandwidth efficiently yet can resist attempts to de- All of the protocols described above share a common
grade performance. The paper provides evidence that tHeroblem: While they perform well when all of the servers
optional use of simple dependable components, whoseehave correctly, their performance can be made dra-
compromise or malfunction cannot cause inconsistencynatically worse when one or more servers actually has
in the replicated service, can significantly improve per-a Byzantine fault. For this reason, the next generation
formance when the system is under attack. of protocols has focused on achieving stronger perfor-
mance guarantees than liveness when the system is under
attack; we call such protocaddgtack-resilient The Prime
system [7] was the first intrusion-tolerant replication{ro
tocol to provide a meaningful performance guarantee in

Much of our critical infrastructure is controlled by ; ‘B i bv bounding th i
large software systems whose participants are distributeﬁ‘e ace of byzantine servers by bounding the amoun

across the Internet. As our dependence on these crif2f delay that they can cause. The Aardvark protocol of

ical systems grows, we require them to meet moreClement et al. [15] can guarantee meaningful through-

and more stringent availability and performance requireputs over sufficiently long periods, and it provides impor-

ments, even in the face of attacks, including thosd@nt system engineering techniques that can significantly

mounted by malicious insiders. This paper is about howMProve rol_t)us'Fnes_s to roodmg-based_attgcks. New pro-
ocols in this direction, such as the Spinning protocol of

to architect large-scale, survivable replication systemé . :
that guarantee correctness, availability, and good perfor\/eronese etal. _[32]' continue t.o. explore the terrain.
mance even when some of the servers are compromised. Pespite  their attack resilience, these second-
The last decade has seen the introduction of twgeneration protocols employ flat architectures that
distinct generations of intrusion-tolerant state machingt® not well-suited to the large-scale, wide-area de-
replication protocols. The first generation of protocolsPloyments needed by our critical infrastructure.  This
focused on achievingafety(i.e., consistency) as long Paper presents the first architecture for large-scale,
as the system’s fault assumptions hold, divéness W|de—§rea |nt.r93|on-toler.ant state machine replication
(i.e., the eventual execution of each submitted operation§@t is specifically designed to perform well even
when some of the servers are Byzantine, thus unify-
*This publication was supported by grant 0716620 from the Na'ing the first-generation Iarge-scale systems with the

tional Science Foundation. Its contents are solely theoresipility of d ti ttack ilient t
the authors and do not necessarily represent the official @felohns second-generation attack-resiiient systems.

Hopkins University or the National Science Foundation. Our system uses a hierarchical architecture and is
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suited to wide-area deployments consisting of severahchieve optimal wide-area bandwidth usage without de-
sites, each with a cluster of replication servers, all ofcreasing robustness. Because of the cryptographic pro-
which participate in a system-wide replication protocol.tection (i.e., threshold signatures) used on inter-sitse-me
Unfortunately, achieving system-wide attack resiliencesages, the compromise of the simple forwarding devices
is not as simple as deploying attack-resilient protocolscannot lead to safety violations (although it can impact
in each level of the hierarchy (i.e., within each site andperformance negatively).
on the wide area). As the paper demonstrates, a criti- We discuss the tradeoffs and practicality of the logi-
cal component of the architecture that must be hardenedal links and evaluate their performance in a prototype
against performance degradation is the mechanism biynplementation, both in fault-free and under-attack sce-
which two sites communicate, which we call tlogical  narios. Our results provide evidence that it is possible to
link protocol The logical link protocol defines which construct a large-scale wide-area replication system that
physical machines pass wide-area messages on behalhieves reasonable performance under attack, and that
of the site and to which machines they send. Givenleveraging dependable components implementing fairly
that the performance of wide-area replication tends to bdimited functionality can significantly improve the per-
constrained by the limited wide-area bandwidth betweerformance of a fault-tolerant distributed system.
sites, the challenge is to build a logical link that is attack e note that all three logical link protocols are generic
resilientandthat uses wide-area bandwidth efficiently so and can be of use in any application where sets of ma-
that performance remains acceptably high both when thehines need to pass messages to each other in an attack-
system does and does not exhibit Byzantine faults. Exresilient way. Thus, they may shed some insight relevant
isting approaches achieve one but not the other: Havingo constructing intrusion-tolerant systems that goes be-
many servers send on behalf of the site (e.g., [12, 23]yond state machine replication.
masks the behavior of faulty senders but can be ineffi- The remainder of this paper is presented as follows.
cient, while having one elected server pass messages @ection 2 describes our system model. Section 3 presents
behalf of the site (e.g., [6]) is efficient but vulnerable to our hierarchical architecture and describes the compo-
performance degradation when the server is faulty. nents that must be hardened against performance degra-
If each site had access to a hardened forwarding devicéation. In Section 4 we describe three mechanisms for
capable of sending wide-area messages exactly once aaghieving attack-resilient wide-area (inter-site) commmu
in a timely manner, it would be relatively straightforward nication. Section 5 shows how all of the pieces fit to-
to achieve attack resilience while using wide-area bandgether and describes the service properties achieved by
width efficiently. However, if the compromise of such a the resulting system. In Section 6 we evaluate the perfor-
device can cause inconsistency in the replicated servicsance of our prototype implementation. Section 7 de-
(as in [28]), then deploying such a trusted forwarder carscribes related work, and Section 8 concludes the paper.
improve performance but potentially decrease the sys-
tem’s robustness. Therefore, this paper explores the de? System Model
sign space of how to build efficient, attack-resilient log-
ical links withoutincreasing the system’s vulnerabilty to We assume a Byzantine fault model in which servers and
safety violations. In essence, we consider how close onglients are eithecorrector faulty; correct processes fol-
can get to the benefits of a trusted forwarder without sufiow their protocol specification exactly, while faulty pro-
fering its drawbacks. cesses can deviate from the protocol arbitrarily. We con-
We explore the tradeoffs of deploying three logical sider a system witlV sites, denoted; throughSy, dis-
link protocols, each offering different levels of per- tributed across a wide-area network. Each sfig,has
formance and requiring different levels of assumptions3 f; + 1 servers. IfS; is a correct site, then no more
about the environment. The first approach is an erathanf; of its servers are faulty; if; is a Byzantine site,
sure encoding based logical link that does not require anthen any number of its servers may be faulty, modeling
special components or additional assumptions but whiclsituations where entire sites can be compromised. We
has the highest bandwidth overhead of the three protodenoteF’ as an upper bound on the number of Byzantine
cols we consider. The second approach demonstratesites and assume that the total number of sites is equal
that by assuming a functional broadcast hub in each sitéo 3" + 1. For simplicity, we assume in what follows
(where each local server receives a copy of any messadbat all sites tolerate the same number of fauftsand
that passes through the hub), one can significantly imhave the same number of servet$,+ 1. The solutions
prove throughput both in fault-free and under-attack exepresented can be extended to the more general setting,
cutions. The third approach shows that by assuming eacwhere sites may have different numbers of servers.
correct site has access to a simple forwarding device ca- Servers communicate by passing messages. Messages
pable of counting and sending messages, the system camay be delayed, lost, or duplicated. All messages sent



between servers are digitally signed. We assume tha.1 Background: Logical Machines

digital signatures are unforgeable without knowing athe physical machines in each site are converted into a
Servers private key. We use i +1, 3_f+ 1) threshol(_j logical machinethat is capable of processing protocol
digital signature scheme for generating threshold signagents (i.e., message reception and timeout events) just

tures on inter-site (wide-area) messages. Each site hag 5 physical machine would. Each logical machine acts

a public key, and each server within a site is given a seyq 3 single participant in a global, wide-area replication

cret share that can be used to generate partial signatures.oocof that runs among the logical machines. Thus, the
We assume threshold signatures are unforgeable Wltho%gicm machines process wide-area protocol events.

knowlmg the slecret shares ﬁf*;]_l shervr?;s within ?S'te' In order to support the abstraction of a logical ma-
We also employ a cryptographic hash function for Com-gpine the physical machines in each site run a local state

put|r?g messagg digests. _ machine replication protocol to totally order any event
Clients submit read-onlygluery) and read/write Yp-  that would change the state of the logical machine. Thus,
date) operations to the system by communicating with the |ocal state machine replication protocol orders events
the serversin their local site. Any number of clients may corresponding to either the reception of a message or the
be faulty. Our system totally orders the submitted Operafiring of a timeout by the logical machine. A physical
tions so that the servers can execute them in the same Ok;achine processes a global protocol event whdo-it
der and remain consistehThe system as a whole meets cally executedt, which occurs after the machine learns
the modified linearizability condition specified in [14], of the event's local ordering and after it has locally exe-
which states that the replicated service acts like a central,ted all previous events. The local and global protocols
ized implementation that atomically executes operationg, e cleanly separated, allowing one to plug in different
one at a time. This safety property holds in all execU-protocols in each site and on the wide area.
tions in WhICh there are at mos$t Byzantine sites. We When the logical machine processes an event, it may
state_ the Ilvgness and performance guarantees of our SY§enerate and send a message in the global protocol. Be-
tem in Section 5. fore the message can be sent on the wide area, the phys-
Our system can be deployed with one of several logical machines implementing the logical machine run a
ical link prOtOCOlS for inter-site Communicaﬂon, two of protoco] to generate a threshold Signature on the mes-
which rely ondependable components the hub based sage. The threshold signature proves that at least one
logical link (see Section 4.2), each site is equipped withcorrect physical machine in the site assents to the content
a broadcast hub through which incoming and outgoingf the associated message, preventing faulty machines in
wide-area traffic passes. In the dependable forwardegorrect sites from sending spurious messages that pur-
based logical link (see Section 4.3), each site is equippefort to be from the logical machine. Once a message
with a dependable forwarding (DF) device that sends angk threshold signed, it can be sent to its destination sites
receives inter-site messages on behalf of the site. We agrccording to the communication patterns of the global
sume each DF shares a symmetric key with each othetgplication protocol; we say that the message is sent over

DF and with each local server for computing messagey [ogical link that exists between each pair of sites.
authentication codes. The failure (crash or compromise)

of the dependable components can impact performancd2 Components of the Architecture

and liveness but cannot lead to safety violations. There are four pieces of our attack-resilient architecture
that must be hardened against performance degradation:
3 Building an Attack-Resilient the global state machine replication protocol, the local

state machine replication protocol, the threshold signa-
ture protocol, and the logical links that connect the log-

ical machines. Making the logical links attack-resilient

is of critical importance, and we defer a discussion of
this topic until Section 4. The threshold signature proto-
col can be hardened by using a scheme in which partial
signatures areerifiable meaning they carry proofs of

Architecture for Wide-Area Replication

In this section we describe the components of an attac
resilient architecture for large-scale wide-area replica
tion. Our architecture builds on our previous work on
wide-area Byzantine replication [6, 8], which demon-

strated the performance benefit of using hierarchy to reZorrectness that can be used to detect (and subsequently

duce wide-area message complexity. We first prOV'OIeblc';lcinst) faulty servers that submit invalid partial sig-

background on the h_|erarc_h|cal architecture and then.d'sﬁatures. Subsequent messages from blacklisted servers
cuss how to harden it against performance degradation

— 1] R | N § | ‘are ignored, preventing them from repeatedly disrupting
As in BFT [14], an optimistic protocol can be used to respand t ; : f
queries without totally ordering them. The optimistic mmal may threshold signature generation. A representative example

fail if there are concurrent updates, in which case the query be Qf suph a scheme (and the one _Used in our implementa-
resubmitted as an update operation and totally ordered. tion) is Shoup’s threshold RSA signature scheme [26].




In the remainder of this section, we describe the impli-protocols described in Section 4 remain an integral part
cations of deploying different local and global state ma-of the architecture to avoid performance degradation,
chine replication protocols, both to motivate the choiceseven when a benign fault-tolerant global protocol is used.
we made in our implementation and to point out how the Local State Machine Replication Protocol:The per-
choices impact the attack resilience of the system as formance of the local state machine replication protocol
whole. Our goal is not to invent new attack-resilient statedetermines the processing capability of the logical ma-
machine replication protocols but rather to illustrate thechine. Put another way, attacks that degrade the through-
tradeoffs of deploying different existing protocols. put or increase the request latency of the local proto-

We know of two state machine replication protocols col can result in a logical machine that takes longer to
that do not rely on trusted components and which offerprocess global protocol events. Such attacks have both
provable performance guarantees even when some pagractical and theoretical implications. Practically,jthe
ticipants are Byzantine: Prime [7] and Aardvark [15]. result in performance degradation in the global replica-
Informally, Prime bounds the latency of operations sub-tion service, even if enough sites are correct and the net-
mitted to and subsequently introduced by correct serversyork is sufficiently stable. Theoretically, they may cause
while Aardvark guarantees that over sufficiently long pe-the timing assumptions of the global protocol to be vi-
riods, system throughput will be within a constant factorolated, which may threaten system-wide liveness or per-
of what it would be with only correct servers participat- formance guarantees. Therefore, it is importantto deploy
ing in the protocol. While other protocols (e.g., [22, 32]) a local state machine replication protocol that will result
may be difficult to attack in practice, in this paper we re-in a logical machine with the performance and timing
strict our attention to Prime and Aardvark, because comproperties needed by the global protocol.
paring the differences between them is enough to give As we discuss in Section 5, when Prime is deployed
the flavor of the various design choices at issue. as the global replication protocol, it requires that the log

Global State Machine Replication Protocol: Since  ical machine be able to process certain messages in a
we explicitly allow that some of the logical machines bounded time; this is precisely the property that a Prime-
can be Byzantine, the global replication protocol must bebased logical machine provides when (1) all events are
attack-resilient, just as if it were running among physicalintroduced by at least one correct server, which our archi-
machines instead of logical machines. tecture guarantees, and (2) there is sufficient local band-

We chose to use Prime as our global protocol, rathewidth to avoid queuing, which is likely to be the case in
than Aardvark, because Prime makes more efficient useell-provisioned LANS.
of wide-area bandwidth, which is likely to be the per-  Despite the strong throughput guarantee that Aardvark
formance bottleneck in wide-area replication systemsmakes over sufficiently long intervals, it has the poten-
In Aardvark, the primary is responsible for disseminat-tial for institutionalized periods of low throughput dur-
ing client requests (by batching them irRBE-PREPARE  ing the grace periods that begin views with faulty pri-
messages), limiting throughput when performance ismaries. This means that Aardvark does not guarantee
bandwidth-limited to the number of requests that canthat individual requestsare executed in a timely man-
be disseminated by the primary per second. In conner, even though long-term overall throughput is high.
trast, each Prime participant disseminates requests fromhis can enable faulty local primaries éorrect sitesto
its own clients. Therefore, assuming the majority of out-cause the global protocol to take more expensive exe-
going bandwidth is used to disseminate requests (whiclgution paths (i.e., cause a correct leader site to be sus-
we expect to be the case for all but very small requespected). Although individual requests may also be de-
sizes), the peak throughput of Prime has the potential tgayed in Prime when the local leader is faulty, the key
be larger by a factor of the number of sites in the system. difference is that Prime will eventually settle on leaders

We note that in evironments where the risk of total that do not cause delay, while Aardvark will perpetually
site compromise is small, the global protocol can be bepe vulnerable to periods in which latency is temporar-
nign fault-tolerant rather than Byzantine fault-tolerantjly increased. While the global instance of Prime can be
and attack-resilient; this was the approach taken in Steweonfigured to tolerate latency variability, increasingsthi
ard [8]. This results in a more efficient protocol that re- variability increases the attacker’s ability to cause gela
quires only two wide-area crossings. The logical link and should be avoided if possible. Therefore, we chose
Prime as our local state machine replication protocol.

20ne might try to close this gap by relying on clients to disere
requests and having the primary propose an order on battdé&sests
(as in [13]). However, if faulty clients disseminate theiqueststoonly 4 Attack-Resilient Logica| Links
f -+ 1 correct servers, they can cause the ogheorrect servers to learn
the order of a request without having the request itself. s€leervers . . i .
cannot execute subsequent requests until they fill this hdieh may The physical machines within a site construct and thresh-

lead to repeated performance degradation. old sign global protocol messages after locally executing



global protocol events. This raises the question of how tqperformance degradation by a malicious forwarder.

pass the threshold-signed message from the sending log- In the remainder of this section, we present and com-
ical machine to a destination logical machine. Each corpare three new attack-resilient logical link protocolseTh
rect server that generates the threshold-signed messadesign of the three protocols brings to light a tradeoff be-
is capable of passing it to any server in the destinatioriween the strength of one’s assumptions and the result-
site. We must define bogical link protocolto dictate  ing performance that one can achieve, with each proto-
which local server or servers send, what they send, andol representing a different point in the design space. All
to which server or servers they send it. three protocols share the same goals:

The challenge in designing a logical link protocol is to
simultaneously achieve attack resilience and efficiency.o‘
Existing approaches used in logical machine architec-
tures (e.g., [6, 12, 23]) achieve one but not the other.
For example, iff 4+ 1 physical machines in the sending
site each transmit the threshold-signed messageftd
physical machines in the receiving site, then at least ongjodularity. It should be possible to substitute one log-
correct machine in the receiving site is guaranteed to re- jcq) link protocol for another without impacting the
ceive a copy of the message — at least one of the senders  qrrectness of the global replication protocol, al-
is correct, and at least one of that correct machine’s re-  |owing deployment flexibility based on what system
ceivers is correct. Such a logical link is attack-resiljent components one wishes to depend on. Conversely,
because faulty machines cannot prevent a message from  he |ggical link protocol should be generic enough
being successfully transmitted in a timely manner, but g that it can be used with different wide-area repli-
the protocol pays a high cost in wide-area bandwidth, cation protocols.
transmitting each message up(fo+ 1) times.

Due to the overhead of sending messages redundantigimplicity. Given the inherent complexity of intrusion-

ttack Resilience. Like the local and global state ma-
chine replication protocols, the logical link protocol
should limit or remove the power of the adversary
to cause performance degradation, without unduly
sacrificing normal-case performance.

our previous work [6] adopted a different approach, tolerant replication prOtOCOIS,the |Ogica| link p-rOtO'
called the BLink protocol, whereby the physical ma- ~ COls should be easy to reason about and straightfor-
chines in each site elect one machine to act @ite ward to implement.

forwarder, charged with the responsibility of sending . - .
messages on behalf of the site. The physical machines Section 4.1 presents a logical link that requires no de-

also choose the identifier of the machine in the receiv—mn(jlabIe components and that erasure encodes outgoing

ing site with which the forwarder should communicate. messages to reduce the cost of sending redundantly. Sec-

The non-forwarders use timeouts, coupled with acknowl-tlon 4.2 shows how augmenting the erasure encoding ap-

edgements from the receiving site, to monitor the for_proach with a broadcast hub can improve performance in

warder and ensure that it passes messages at some migult-free and under-attack executions. Section 4.3 de-

) . . . scribes how relying on a dependable forwarder can yield
imal rate. If the current (forwarder, receiver) pair is . . . . .

- an optimal use of wide-area bandwidth without making
deemed faulty, a new pair is elected.

BLink is efficient but not attack-resilient the f it easier to cause inconsistency. Table 1 at the end of this
Ink 1S eflicient but not attack-resient. he 10 g ion summarizes our results. We evaluate the perfor-
warder and receiver can collude to remain in power a

“nance of the logical links in Section 6.
long as they ensure that the forwarder collects acknowl- 9

edgements just before the timeout expires, resulting irf-1 Erasure Encoding Based Logical Link

much lower throughput and higher latency on the logi-We first present a simple, software-based logical link
cal link than correct machines would provide. Using aprotocol. In what follows, we consider how a sending
more aggressive approach to monitoring (by attemptingsite, S, passes a threshold-signed message to a receiv-
to determine how fast the forwarder should be sendingng site, R. We definevirtual link i as the ordered pair
messages) requires additional timing and bandwidth asts;, r;), wheres; andr; refer to the physical machines
sumptions which may be difficult to realize in practice. with identifiers in sitesS andR, respectively. We cal;

Note that BLink struggles in the presence of Byzan-andr; peers Communication over the logical link takes
tine faults because it was built to ensure liveness, not t@lace between peers using the sed pf+ 1 virtual links.
achieve attack resilience. Liveness requires the logical Instead of having each physical machineSrtrans-
link to make minimal progress — and, for this purpose, amit the full threshold-signed message to its peeiin
coarse-grained timeout works well. BLink obtains high the physical machines first encode the message using an
normal-case performance by depending on the site forMDS@3f + 1, f + 1) maximum distance separable era-
warder to pass messages, but giving a single machine thsuire encoding [11, 24]. The message is encoded into
power is precisely what makes the protocol vulnerable tof + 1 message partand2f redundant partsuch that



- (> 1/ ® —O—> O i1
-l | W e o0 -
Sl NI QO & ey
=/ - l= 1858
Sending Site Receiving Site 6; O —> @) 6 }f+l
Figure 1: An example erasure encoding based logical linth yi= 1. 7 :\ @) —V O :: 7

Sending Site Receiving Site

any combination Off + 1 parts can be used to decode Figyre 2; An erasure encoding based logical link is composag -+ 1
and recover the original message. We number the partsvirtual links; in this examplef = 2. The adversary can block at most
through3f + 1. To transmit an encoded message acrosd Virtual links by corrupting servers in the sending site ghuirtual

. . P . links by corrupting servers in the receiving site. Thus.easstf + 1
the Ioglcal link, ma(_:hme_m Slte_S sends partto its peer virtual links have two correct endpoints and can freely passsages.
on the corresponding virtual link. The erasure-encoded
parts are locally ordered iR as they arrive. When the
physical machines iR locally executef + 1 parts, they 4.1.1 Blacklisting Servers that Send Invalid Parts

decode them to recover the original message, which camhe preceding discussion assumed that erasure encoded
then be processed by the logical machine. The procedutgarts were generated correctly. However, faulty servers
is depicted in Figure 1. may generate invalid parts in an attempt to disrupt the
The erasure encoding based logical link allows mesdecoding process. Unlike partial signatures, erasure en-
sages to be passed correctly and without delay. To undecoded parts are not individually verifiable: they do not
stand why, observe that if bothand R are correct sites, carry proofs that they were created correctly. If a server
then since at mosft physical machines can be faulty in attempts to decode a message usfing 1 parts but ob-
each site, at leagt + 1 of the3f + 1 virtual links will tains an invalid message (i.e., one whose threshold signa-
have two correct peers (see Figure 2); we call such virtualure does not verify correctly), it cannot, without further
links correct Erasure encoded parts passed on corrednformation, determine which (if any) of the parts are in-
virtual links cannot be dropped or delayed by faulty ma-valid. There are two possible cases: (1) one or more
chines. Therefore, when a message is encoded, at least the parts is invalid, or (2) all of the parts are valid,
f + 1 correctly generated parts will be sent in a timely but the site that sent the message is faulty and encoded
manner and subsequently received and introduced for loa message with an invalid threshold signature. Even if
cal ordering inR. Sincef + 1 parts are necessary and the server waits for additional parts to arrive, there is
sufficient to decode, the physical machinegiinvill be no efficient way for it to find a set of + 1 valid parts
able to decode successfully. out of a larger set. Without a mechanism for determin-

Each erasure encoded part 4 f + 1) the size of the  ing which parts are faulty, malicious servers can repeat-
original message. Since each of the + 1 servers in  edly cause the correct servers to expend computational
S sends a part, the bandwidth overhead is approximatel{jesources (i.e., by exhaustive search) to determine which
(3f 4+ 1)(1/f + 1), which approaches 3 gsincreases parts should be used in the decoding. If the site that
to infinity. The overhead is slightly greater than this be-sent the message is indeed faulty, then no combination
cause each paitcarries a digital signature from servier  Of parts may decode to a valid message.
in site S. Therefore, in the worst casgf + 1 signatures To overcome these difficulties, we augment the basic
must be sent for each outgoing message, compared &rasure encoding scheme with a blacklisting mechanism
one if a single server were sending. In practice, the sigthat can be used to prevent faulty servers from contin-
nature overhead can be amortized over several outgoingally causing the message decoding to fail by submit-
messages by packing erasure encoded parts for sevetalg invalid parts. We employ both site-level and server-
messages into a single digitally signed physical messagéevel blacklists. When a site is blacklisted, subsequent

The erasure encoding approach also has a higher coniiessages from all servers in the site are ignored. When
putational cost than an approach in which a single serve® server is blacklisted, only messages originating from
sends messages on behalf of the site. The receiving sit8at server are ignored; messages from non-blacklisted
locally orders the incoming parts as they arrive, meaning€rvers in the same site continue to be processed.
that the reception of a message by the logical machine re- In the description that follows, we consider a message
quires the local ordering of up 8 + 1 events per mes- being sent between two siteS,and R, whereS sends
sage. Section 5 describes implementation optimizationan erasure-encoded messagétthat results in a failed
that can be used to mitigate this computational overheadlecoding. The blacklisting protocol guarantees that:



Al. Upon server i in site R executing a failed decoding for nessage fromsite S:
A2, i nquirySeqg,s++
A3. decodedSet <« set of f+4 1 parts used in failed decodi ng
Ad. erasureSeqg,r < sequence number of nmessage in question (generated by S)
A5, unsi gnedl nquiry « (INQUIRY, inquirySeqr,s, decodedSet, erasureSeqs r, R)
A6. I nvoke THRESHCLD- SI GN\(unsi gnedl nquiry, i)
AT7. Stop handling nessages from S except next expected INQUIRY and INQUIRY-RESPONSE

Bl. Upon THRESHOLD- SI GN returning signedlnquiry at server i in site R:

B2. Send to server i in site S: signedlnquiry

Cl. Upon server i in site S executing (INQUIRY, inquirySeqr,s, decodedSet, erasureSeqs,r, R):
C2. if all parts in decodedSet are valid:

C3. SiteBlacklist «— SiteBlacklist U {R}

C4. el se

C5. invalidSet «— identifiers of |local servers whose parts were invalid

C6. ful |l Message «— original message encoded with sequence number erasureSeqs,r

C7. unsi gnedl nqui r yResponse «— (INQUIRY-RESPONSE i nquirySeqr,s, erasureSeqgs,r, fullMessage, S)
C8. I nvoke THRESHOLD- SI G\( unsi gnedl nqui r yResponse, i)

C9. ServerBl acklist[S] <« ServerBlacklist[S] U invalidSet

D1. Upon THRESHOLD- SI GN returni ng si gnedl nqui ryResponse at server i in site S:

D2. Send to server i in site R: signedlnquiryResponse

El. Upon server i in site R executing (INQUIRY-RESPONSE inquirySeqr,s, erasureSeqs,r, fullMessage, S):
E2. expect edSet < conputed parts from ful | Message

E3. if all parts from expectedSet match parts in decodedSet

E4. SiteBl acklist «— SiteBlacklist U {S}

E5. el se

E6. invalidSet «— identifiers of servers fromS whose parts were invalid in decodedSet
E7. ServerBl acklist[S] <« ServerBlacklist[S] U invalidSet

E8. if |ServerBlacklist[S]|> f

E9. SiteBlacklist «— SiteBlacklist U {S}

E10. el se

E11. Resume executing nessages fromsite S

Figure 3: Blacklisting Protocol.
e If both S and R are correct, then a server Hwill sented in Figure 3. When a servér in site

be proven faulty and subsequently blacklisted af-R executes a failed decoding on a message sent
ter generating just one invalid erasure encoded parfirom site S, it attempts to generate a threshold
from then on, the server will not be able to disrupt signature on an{INQUIRY, inquirySeg; s, decoded-
the decoding at any receiving site. Set, erasureSggz, R) message, where inquirySgg is
a sequence number incremented each time/gisends
e If Sis faulty, then each faulty server i can dis-  aninQuIRY message to sit§, decodedSet is the set of
ruptthe decoding at most once in each receiving sitq r 4 1) parts that were used in the failed decoding, and
before it is blacklisted by that site. # fails to take erasureSegR is the sequence number assigned bysne
part in the blacklisting protocol, messages from alltg the erasure encoded message for which the decoding
of its servers will be ignored, except for those mes-fajled. In addition, the server stops handling all messages
sages that would implicate eithéras a whole or  from 5, except for the next expecte’QUIRY message
one or more faulty servers. or theINQUIRY-RESPONSEcorresponding to the current
inquiry (see below). When servérin site R gener-
The intuition behind the blacklisting protocol is that a ztes the threshold signature for theQUIRY message,
server in sitek can deduce which party is at fault when it sends the message to server site S (Figure 3, Block
a decoding fails (i.e., one or more serverssior site.S By, Note that this message is not erasure encoded, pre-
as a whole) if it has access to the original message thaJenting a circular dependency that could occur ifithe
was encoded. The server can generate the correct pa_réi”RY message itself were not properly encoded (poten-

and compare them to the parts it received and used ifja|ly causing an inquiry for thevQUIRY message).
the decoding. There are two possible cases. If all of the

parts are correct, then at least+ 1 servers in siteS When the servers it locally execute siteR's IN-
encoded a message with an invalid threshold signatureuiry message, they first examine the set of encoded
Since a correct server only encodes a message if it hgsarts to determine if any of the parts are actually invalid.
a valid threshold signature, this indicates that $ites  If none of the parts is invalid, then sif@ is faulty, and
faulty. If one or more parts are invalid, then because eacRite S blacklists R and stops all communication with
part is digitally signed by a server i\, the server inR it (Figure 3, lines C2-C3). This prevents faulty sites
can determine exactly which serversSnsubmitted the from generating spuriousiQUIRY messages. If one or
invalid parts and blacklist them. more parts are invalid, then sifegenerates amQuUIRY-
Pseudocode for the blacklisting protocol is pre-RESPONSEmMessage, which contains the full message



that was originally encoded. The combination of the
INQUIRY message and iteNQUIRY-RESPONSEproves
that one or more of the servers $his faulty; therefore,
servers inS can present this proof to an administrator,
who can shut down the faulty servers to prevent them
from continuing to send invalid parts. Note that if site

is faulty, it may never generate aRQUIRY-RESPONSE
message at all. Although sife will not be able to black-
list any servers front' in this case,R will only handle

the next expectetNQUIRY or INQUIRY-RESPONSE all
other messages will be dropped before being locally or-
dered.

Upon locally executing thenQUIRY-RESPONSHEMES-
sage from site5, the servers in sit& use the full mes-
sage to determine which of the decoded parts were in
valid. If none of the parts is invalid, then sifeis faulty
and can be blacklisted (Figure 3, lines E3-E4). This
prevents faulty sites from generating spurioNQUIRY-
RESPONSHMessages. Otherwise, sieblacklists those
servers whose parts were invalid and resumes handli
messages from sit8. If the number of servers black-
listed from siteS exceedsf, then siteS is known to be
faulty and can be blacklisted as a whole.

We impose one additional constraint on the processing
of anINQUIRY message to prevent servers in a faulty re-Overhearing: Any outgoing wide-area message sent by
ceiving site from wasting the resources of correct servers g |ocal server will be received by all local servers.
in a correct sending site. Suppose $itis correct but has

a faulty servep that has sent invalid parts for multiple  When integrated with the basic erasure encoding
messages, and suppose sités faulty. SiteR may gen-  scheme, a broadcast hub yields several benefits. The
erate multipleNQUIRY messages, each implying that  Uniform Reception property implies that as long as the
is faulty. This causes to use up resources unnecessarilyphysical machine that sends an erasure encoded part is
in order to generateNQUIRY-RESPONSEMessages. For correct, all of the correct physical machines in the re-
this reason, sit&' will only respond to anNQUIRY mes-  ceiving site will receive the part. This means that any
sage if (1) it is for the next expected inquiry sequenceyirtual link whose sender is correct will behave like a
number fromR, and (2) itimplicates a new faulty server. correct virtual link, even if the peer is faulty, provided at
A correct site will not send amQuIRY message with  |east one correct physical machine in the receiving site
inquiry sequence numbét + 1) until it has processed assumes responsibility for introducing the part for local
anINQUIRY-RESPONSENessage for sequence number ordering. Since there are at leagt+ 1 correct servers in
Therefore, if siteS receives twaNQUIRY messages that the Sending site, a thresho]d_signed message can be en-
ultimately implicate the same faulty server, then gites coded inton + 1 message parts arﬁjredundant parts,
faulty and can be blacklisted. where each part i6l /(2f + 1)) the size of the original

i ) message. This improves the worst-case overhead to ap-
4.2 Hub Based Logical Link proximately(3f +1)(1/(2f + 1)), which approaches an
In this section we describe how we can improve uponoverhead factor of 1.5 af tends towards infinity, com-
the basic erasure encoding scheme presented in Sectipared to an overhead factor of 3 with the basic erasure
4.1 by placing the servers within a site on a broadcasencoding scheme.
Ethernet hulS. Figure 4 shows the network configura- The Overhearing property enables local servers to
tion within and between two wide-area sites when themonitor which erasure encoded parts were already sent
hub based logical link is deployed. The servers in eachhrough the hub; if enough parts were already sent, a lo-
site have two network interfaces. The first interface con-cal server need not send its own part, saving wide-area

bandwidth. Of course, some of the parts that the server

__*Some newer devices are called *hubs” but actually perfoamle 0 haars on the hub may be faulty, and so the blacklist-
ing by examining source MAC addresses to map addresses t® por . . . . . "
subsequently forwarding frames only to their intendedideson. We NG protocol described in Section 4.1.1 remains a critical
explicitly refer to broadcast hubs that do not employ thisrojzation. component of the logical link.

Internet

LAN Switch LAN Switch

Sending Site Receiving Site
Figure 4: Network configuration of the hub based logical .link

nects each server to a LAN switch and is used for intra-
site communication. The second interface connects each
server to a site hub and is used for sending and receiving
wide-area messages. This interface is configured to op-
erate in promiscuous mode so that the server receives a
copy of any message passing through the hub.

The hub based implementation of the logical link ex-
nBlOitS the following two properties of a broadcast hub:

Uniform Reception: Any incoming wide-area message
received by one local server will be received by all
other local servers.




To leverage the Overhearing property, we map eacling any device meeting the Uniform Reception and Over-
outgoing message to two disjoint sets, the first withhearing properties, such as network taps.
2f + 1 members and the second witrmembers. When . )
a server encodes an outgoing message, it decides to sefi Dependable Forwarder Based Logical Link
its part based on which set it is in. If the server is in We now consider the implications of equipping each site
the first set, then it sends its erasure-encoded part to itgith a dependable forwarde(DF), a dedicated device
peer immediately. If the server is in the second set, therhat sits between the servers in a site and the wide-
it schedules the sending of its part after a local timeoutarea network and is responsible for sending and receiv-
period. If, before the timeout expires, the server over-ing wide-area messages on the site’s behalf. The basic
hears2f + 1 parts on the hub from the encoding of the premise is as follows. When the physical machines in a
current message, then the server cancels transmission gite generate a threshold-signed message, they send it to
its part. If the timeout expires, the server sends the parthe site’s dependable forwarder. When the DF receives
to its peer. When all of the members of the first set aref + 1 copies of the message, it sends exactly one copy
correct and the timeout values are set correctly, exactlyf the message to the DF at each destination site. Upon
2f + 1 parts will be sent, eachl/(2f + 1)) the size  receiving an incoming wide-area message, a DF dissem-
of the message, which is nearly optimal; as before, thénates it to the physical machines in the local site.
overhead is slightly higher due to the signature overhead e designed the dependable forwarder to be neutral to
on each part. In the worst case, all of the parts will bethe wide-area replication protocol being deployed. This
sent, yielding an overhead factor approaching 1.5. Thenakes it simpler to implement and reason about (by
overhead in practice will depend on the number of faultyayoiding protocol-specific configuration and dependen-
servers and how well the site’s timing assumptions holdcjes), as well as more generally applicable. Each local
There are two potential costs of deploying the hubserver communicates with the local DF via TCP, tag-
based logical link: local computation and bandwidth, ging each message with a message authentication code
and latency. Since incoming wide-area messages are réMAC). The DFs send messages to each other using
ceived on the hub, many servers in the receiving site willUDP, just as the servers would if they were communicat-
receive a copy of each erasure encoded part. This raiséisg directly. Messages sent between DFs contain MACs.
the question of which server in the receiving site should After generating a threshold-signed wide-area mes-
be responsible for introducing a part for local ordering.sage, a local server simply sends it to the DF, prepending
The approach we take is to assign a sef ef 1 servers 3 short header that contains (1) a sequence number, (2) a
to each incoming part, ensuring that at least one correestination bitmap, and (3) the message length. The se-
server will introduce each part for ordering. Duplicate quence number is a 64-bit integer incremented each time
copies of a part are ignored upon local execution. Thusthe server wants to send a wide-area message; since lo-
while the hub improves wide-area bandwidth efficiency,cal servers generate wide-area messages in the same or-
it increases local computation and bandwidth usage imer, they will consistently assign sequence numbers to
the receiving site because it requires more events to bgutgoing messages. The destination bitmap is a short bit
locally ordered. We believe this tradeoff is desirable instring used to indicate to which sites the message should
wide-area systems, whose performance is usually limitehe sent. The header is stripped off before the DF sends
by wide-area bandwidth constraints. the message on the wide-area network. Note that the DF
The other potential cost of the hub based logical linkdoes not need to verify threshold signatures or know any-
is higher latency compared to the basic erasure encodintiping about the content of the wide-area messages.
scheme. If any of thef + 1 servers in the first group Since it is depended upon to be available, the DF
do not send their parts when they are supposed to, theshould be deployed using best practices, including pro-
the servers in the second set will wait a local timeout petecting it from tampering via physical security and ac-
riod before transmitting their parts. In the worst case,cess control, and configuring it to run only necessary ser-
this timeout is incurred in each round of the wide-areavices to reduce its vulnerability to software-based com-
protocol. A system administrator whose focus is on min-promise. A primary-backup approach can also be used to
imizing latency may opt to configure the system so thaffail-over to a backup DF in case the primary DF crashes.
all servers send their parts immediately, reducing delay As stated in Section 2, any number of dependable
under attack but paying a higher cost in wide-area bandforwarders can be compromised without threatening the
width (yielding a fixed overhead approaching 1.5). consistency of the global replication service. Thus, we
Finally, we note that while broadcast hubs are a naturately on the DFs to run correct code and remain avail-
fit for our architecture, they are somewhat dated pieceable, but not at the risk of making it easier to violate
of hardware that are often replaced in favor of switchessafety. A site whose DF has been compromised but in
Our system can achieve the same benefit as a hub by ughich f or fewer servers have been compromised can



only exhibit faults in the time and performance domains,the amount of resources needed by the dependable for-
notin the value domain. The reason this property holdswarder to handle messages from remote sites. The DF
is that the DF passes threshold-signed messages, whichaintains a queue per incoming wide-area link; each
even a compromised DF cannot forge. We believe requeue has a bounded size. Incoming messages are placed
lying on DFs whose compromise cannot cause inconin the appropriate queue and must be delivered to the
sistency, rather than on devices the system requires teervers in the local site; an incoming message is dis-
be impenetrable in order to guarantee safety, is the corarded if the corresponding queue is full. Since faulty
rect approach given the strong consistency semantics réocal servers may fail to read the messages sent by the de-
quired by systems that use a state machine replicatiopendable forwarder, bounding the memory requirements
service. Systems with weaker consistency requirementsf the DF implies that the DF must be able to “forget”
might relax this constraint to gain efficiency. about a message (i.e., perform garbage collection) before
In order to justify the fact that system liveness andit has successfully sentit to all local servers. The DF can
performance is placed in the hands of the dependablee configured to perform garbage collection when it has
forwarders, it is important that their implementation be successfully written the message to betwgen 1 and
simple and straightforward so that the code can be ver2f+1local servers, depending on the requirements of the
ified for correctness. We now describe such an implefeplication protocol; the former guarantees that at least
mentation. Each DF maintains several counters. Firstpne correct local server will receive the message, while
the DF maintains a single counttastSentwhich stores  the latter guarantees that a majority of correct servets wil
the sequence number of the last message sent on behgiceive the message. Prime works correctly as long as
of the site. The DF also maintains one counter per locapne correct server receives the message, so we set the
server, lastReceivedwhich stores the sequence num- parameter tgf + 1.
ber of the last message received from setvefo keep
track of which messages (and how many copies of themlp Putting It All Together
have been received from local servers, the DF uses a two-
level hash table. The first level maps message sequengg this section we show how the pieces of our architec-
numbers into a second hash table, which maps the entingre fit together and describe the service properties pro-
message (including the prepended header)diotdata  vided by the resulting system. Figure 5 depicts the inter-
structure. The slot contains a single copy of the messaggal organization of a replication server. As mentioned in
(stored the first time the message is received) as well agection 3, although the architecture supports the deploy-
a tally of the number of copies that have been received. ment of different local and global replication protocols,
Local Message Handling Protocol:Each DF is con-  we chose to use Prime in both levels of the hierarchy (de-
figured with a parameterOCAL-THRESHOLD, indicat-  noted Local Prime and Global Prime in the figure).
ing how many copies of a message must be received from When a Global Prime message arrives on the network
local servers before the message should be sent on tigig. 5, bottom left), it is dispatched to Local Prime so
wide area. This value can be set betwegfes- 1 and  thatit can be locally ordered. Once the message has been
2f+1 (inclusive). Setting OCAL-THRESHOLDtO f+1  |ocally executed, it is dispatched to Global Prime for pro-
ensures that at least one correct server wants to sendeassing by the logical machine. If the erasure encoded or

message with the given content, while settigCAL-  hub based logical link is deployed, then the locally ex-
THRESHOLD to 2f + 1 ensures that a majority of the ecuted erasure-encoded parts are passed to the Erasure
correct servers want to send the given message. Code Services module so that they can be decoded when

The DF must be designed to use a bounded amount adnough parts have been collected. The decoded event is
memory so that faulty local servers cannot cause it to runhen passed to Global Prime for processing by the logical
out of resources. The DF expects to receive messagenachine. When the server generates a threshold-signed
from each local server in sequence number order. Amessage, the message is passed to the Logical Link (Fig.
WINDOW parameter dictates how many messages abovg, bottom right) so that it can be sent on the wide area.
lastSenthe DF will accept from a local server before it  To amortize the computational overhead of generat-
(temporarily) stops reading from the corresponding sesing digital and threshold signatures, each server makes
sion, which will eventually cause the session to blockuse of a Merkle Tree [21], a cryptographic data struc-
until enough servers catch up and more messages can b@e that can be used to sign multiple messages at once.
sent (i.e., untilastSenincreases). This guarantees that Qur previous work [6] also employed Merkle trees but
at mostwiINDOW slots will be allocated at any point in  only for wide-area messages; we use it here for both lo-
time. cal and global protocol messages. Using a Merkle tree

Remote Message Handling Protocol: A strategy to threshold-sign wide-area messages actually increases
similar to the one described above must be used to bounttheir size slightly, because a logarithmic number of di-
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Bandwidth Overhead Local Orderings Per Message Delay Per Message

Technique Best Case  Worst Case Minimum Maximum Best Case Worst Case
Erasure Codes % % 3f+1 3f+1 None None
(g}liolpg?'_s:'% 1 g;ﬁ (f+1Ef+1) | (f+D@BfF+1) None Local Timeout
Hub Immediate, 3f+1 3f+1
(2f +1,3f + 1) Gy 5T (f+1)@EfF+1) | (fF+1)BfF+1) None None
Dependable Forwarder 1 1 f+1 f+1 None None

Table 1: Summary of Inter-site Communication Techniquaghé Hub-OptimisticZf + 1, 3f + 1) approach, a message is encoded Bfot 1
parts,2f + 1 of which are required to decode.f + 1 parts are sent immediately, and the remainfngarts may be sent after a local timeout.
Hub-Immediateff + 1, 3f + 1) is the same as Hub-Optimistic, except that3gll+ 1 parts are sent immediately.

Local Global " servers is called thsetable servers

Execution

Unsigned
Local Protocol Erasure

e For each pair of stable servers s and r, there
ey S cinigned exists a value Mirat(s, r), unknown to the
aarcny servers, such that if s sends a timely mes-
sage to r, it will arrive with delayA;,, where

Min_Lat(s, 1) < A, < Min_Lat(s, 1) * K ocal-

Unordered
Global Protocol
Message

Local Protocol
Message

In other words, the ratio of the maximum to the mini-
mum message delay for any timely message sent from
to r is no more thank';,..;, @ known network-specific
constant accounting for latency variability. We believe
Heceage o ToLaN T pepencanie Towan LOCAL-PRIME-STABILITY can be made to hold in well-

( — L ] provisioned local-area networks, where latency is of-
ten predictable and bandwidth is plentiful. In addition,
timely messages can be processed with higher priority to

) ... give the assumption better coverage.
gests must be appended to enable signature verification. \yhen local bounded messages arrive in bounded time

The ability to aggregate signatures is what makes the 1095,y Assumption 5.1 holds, the local instance of Prime

ical machine throughput high enough so that the system -\ o< the following performance guarantee:
is bandwidth-constrained, rather than CPU constrained.

Thus, it is worth paying the cost in digests to achieveDEFINITION 5.1 LOCAL-BOUNDED-DELAY: There ex-
much higher system throughputs. ists a time after which the latency for any operation in-
troduced by a stable server is upper-bounded.

Signed Erasure Encoded Part

Figure 5: Internal server organization.

5.1 Liveness and Performance Properties

We now present the liveness and performance propet Prime, the upper bound is a function of the network
ties provided by our system. We first consider the perfoundtrip times (including processing delays) between
formance characteristics of correct logical machines an@orrect servers, as long as the system is not saturated.
then describe the system-wide performance guarantee.Because the number of messages that need to be ordered
The local instance of Prime guarantees a propert)by the logical machine is limited by the wide-area band-
called Bounded-Delayoriginally defined in [7] but re- Width, a well-engineered logical machine is likely to be
stated below). We begin by specifying the local net-capable of doing much more processing than it needs to
work stability requirements needed to meet this prop-do andis unlikely to become overloadéd.
erty. We define two classes of network traffitmely Thus, sites in whichhOCAL-PRIME-STABILITY holds
andbounded Messages in the bounded traffic class areaNd local bounded messages arrive in bounded time
assumed to arrive in some unknown bounded time. ThidVill eventually be able to process global protocol events
isthe degree of Synchrony Commomy assumed in ByzanWithin a bounded time.. This is the behavipr that qne
tine fault-tolerant replication systems (e.g., [15,18}). Would expect from a single physical machine running

small subset of messages (the timely messages) requirddime. Therefore, we can achieve a performance guaran-

level by making an identical network stability assump-
ASSUMPTIONS.1 LOCAL-PRIME-STABILITY : Thereis  tion to Assumption 5.1, except that servers are replaced
atime after which the following C(_)ndition_ holds _for aset  4ndeed, in our own tests, performance was limited by widsar
of at least2f + 1 correct servers in the site. This set of bandwidth rather than the processing capability of theclalghachine.

11



with sites and we use a different variability constant (i.e. as GLOBAL-PRIME-STABILITY holds, even if global
Kciopar instead ofK 1 ocq1): bounded messages arrive completely asynchronously:

ASSUMPTIONS.2 GLOBAL-PRIME-STABILITY: There
is a time after which the following condition holds for
a set of at leasRF + 1 correct sites. This set of sites is
called thestable sites

DEFINITION 5.3 GLOBAL-LIVENESS: If a stable server
in a stable site receives a client request, then all stable
servers in all stable sites eventually execute the request.

e For each pair of stable sites S and R, there ;
: : ’ Performance Evaluation
exists a value Midat(S, R), unknown to 6 erformance tvaiuatio
servers in the sites, such that if a server in SIn this section we evaluate a prototype implementation

sends a timely message to a server in R, the o : .
. : ; of our attack-resilient architecture, focusing on the per-
message will arrive with delayAs r, where

) . formance implications of deploying the logical link pro-
Min_Lat(S, R)< As r < MinLal(S, R} Kaiobar: 5001 descriEed in Section 2 Y ’ P
Since GLOBAL-PRIME-STABILITY requires a rela-
tively strong degree of timeliness, it is?mportant to jus- 6.1 Testbed and Network Setup
tify how it can be made to hold in practical wide-area We performed our experiments on a cluster of twenty
networks. The messages requiring timeliness all havé.2 GHz, 64-bit Intel Xeon computers. We emulated
small bounded size and are only sent periodically. Ina wide-area system consisting of 7 sites, each with 7
practice, the system can be tuned so that the timely meservers. Such a system can tolerate the complete com-
sages consume a small, fixed amount of bandwidth. Theromise of 2 sites and can tolerate 2 Byzantine faults in
bounded messages (which account for almost all of the@ach of the other 5 sites. We ran one fully deployed site
traffic) will consume any “extra” bandwidth not used for on 7 machines (with one server per machine) and emu-
performance-critical protocol steps. To realize this sepalated the other 6 wide-area sites using one machine per
ration, one can use a quality of service mechanism suchite. The remaining machines were used to run client
as DiffServ [10], with one low-volume class for timely processes and to emulate the wide-area topology. We
messages and another class for bounded messages. used the Spines [4] messaging system to place bandwidth
Note that achieving the necessary network synchronynd latency constraints on the links between sites. We
is not enough to mee&tLOBAL-PRIME-STABILITY. The  limited the aggregate outgoing bandwidth from each site
local state machine replication protocol and the logicalto 10Mbps and placed 50ms delay between wide-area
link protocol also must not introduce unbounded delaysites. No constraints were placed on the links between
Fortunately, running Prime produces a sufficient degre¢he servers in the fully-deployed site (which communi-
of timeliness from the logical machine: wheocAL- cated via a Gigabit switch) or between clients and their
PRIME-STABILITY holds, the logical machine provides local servers. Clients submit one update operation (con-
LOCAL-BOUNDED-DELAY. All three logical link proto-  taining 200 bytes of data, representative of a typical SQL
cols also provide sufficient timeliness. In the erasure enquery) and wait for proof that the operation was ordered
coding and dependable forwarder based logical links, thé@efore submitting their next operation. Clients were dis-
faulty servers cannot delay a message from being sent dinibuted as evenly as possible among the sites.
time. In the hub based logical link, the faulty servers The emulated sites emulate the local ordering of wide-
can only introduce a small, bounded amount of delayarea protocol events based on the ordering delays mea-
into the link (i.e., the value of the local timeout). There- sured in the non-emulated site. The wide-area messages
fore, our protocols supply sufficient timeliness to achievegenerated by the emulated sites are exactly the same as
GLOBAL-PRIME-STABILITY . if the sites were not emulated, except that they are not
When GLOBAL-PRIME-STABILITY holds and threshold signed; the messages contain 128 filler bytes to
bounded messages arrive within a bounded time, themulate the bandwidth cost of a signature, and the emu-
system makes the following performance guarantee: lated sites busy-waited for the time required to generate
partial signatures and combine them in order to emulate
DFTFINITIC_)N 5.2 GLOBAL-BOUNDED-DELAY: There {1 computational overhead.
exists a time after _vvh|ch t_h(_e Iatenqy between a stable We used OpenSSL [2] for generating and verifying
SEIverin a stal_ale site receiving a cllen_t request and aI_IRSA signatures and for computing message digests. We
stable servers in all stable sites executing that request I$sed the OpenTC implementation [3] of Shoup's thresh-
upper-bounded. old RSA signature scheme for generating threshold sig-

The system requires weaker synchrony conditions foftatures. We used Luby’s implementation of the Cauchy-

liveness. The following liveness guarantee is met as |0n§)ased Reed-Solomon erasure encoding scheme [1,11,24]
or performing erasure coding operations.
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6.2 Test Configurations their parts by 100 ms, causing correct servers in the sec-

Erasure Encoded Logical Link: In the erasure en- ond group to have to send their parts because their local

coded logical link, the servers encode threshold-signe(‘i‘meomS e>_<p|red. Flnglly, we tested the performance in
messages into 7 parts, and each server sends a part to {d'YPothetical scenario when all servers are assumed to
peer in the receiving site. The emulated sites send anf€ COrTect and the timeout is set perfectly, so that extra
receive all erasure encoded parts on behalf of the serveR&T(S aré never sent. This configuration is denoted Hub-
they emulate. To evaluate the performance of the |Ogicapptlmlst|c-M|n|mum-Parts.

link under attack, the faulty servers delayed sending their Deépendable Forwarder Based Logical Link: We
erasure encoded parts by 300 ms. emulated the wide-area message patterns of a DF by hav-

Hub Based Logical Link: We emulated the use of ing one chosen server send and receive wide-area mes-

a hub by having servers (1) locally broadcast outgoing>@9€S 0n behalf of the site. As aboyey- 1 servers pro-
wide-area messages before sending them and (2) localPS€ INcoming messages for local ordering based on their
broadcast incoming wide-area messages before procesEVer identifiers and the message sequence numbers.

ing them. Servers were assigned to either the first or sec- .
ond sending group based on their server identifiers ang'3 Evaluation
sequence numbers contained in the messages. We useé&figure 6 shows system throughput, measured in update
similar strategy to assign the responsibility of proposingoperations per second, as a function of the number of
incoming messages for local ordering to 3 servers. clients. Figure 7 shows the corresponding latency, mea-
We tested the hub based logical link in four configura-sured in seconds. As expected, the dependable for-
tions. The first is designated as Hub-Optimistic. Wide-warder deployment achieves the best performance, be-
area messages are encoded into 7 parts, 5 of which ammming bandwidth-constrained at a peak throughput of
needed to decode. 5 servers send their parts immediate100 updates/sec. Latency remains relatively stable and
and the other 2 only send their parts if they do not over4s below 1.5 seconds with 3000 clients. Hub-Optimistic-
hear enough parts before their local timeout expires. AllMinimum-Parts and Hub-Optimistic achieve the next
servers were assumed to be correct. Servers in the sebest performance, reaching peak throughputs at 1730
ond group used a local timeout of 25 ms. This value wasand 1600 updates/sec, respectively. Hub-Optimistic-
chosen after experimentation as one that would not allowMinimum-Parts demonstrates how the hub based log-
faulty servers to cause too much delay when the systerital link performs with no faults and a perfect time-
is under attack, but which was usually long enough soout. Since the emulated sites in Hub-Optimistic acted
that correct servers in the second group would not haveonservatively and sent an extra part (beyond the re-
to send their parts. We observed correct servers to senguired 5) with10% probability, a more accurate emula-
their parts betweefi% and10% of the time. Emulated tion would bring its performance slightly closer to Hub-
sites conservatively sent additional paii§; of the time.  Optimistic-Minimum-Parts.  The difference between
In the second configuration, Hub-Immediate, all Hub-Optimistic-Minimum-Parts and the dependable for-
servers were correct and sent their parts immediatelywarder configuration is due to the bandwidth overhead
Thus, this configuration does not utilitize the monitor- for digital signatures. An average of roughly 2.5 encoded
ing of outgoing wide-area messages. In the third configparts were packed into each physical message; more ag-
uration, we ran an attack on the Hub-Optimistic logical gressive packing would further reduce the overhead.
link. Faulty servers in the first group delayed sending Figures 8 and 9 show the performance of the hub con-
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figurations in isolation so that the effects can be seerassumptions about the resources available for building a
more clearly. The Hub-Immediate and Hub-Optimistic- logical link can significantly improve performance. A
Under-Attack configurations achieved a bandwidth-simple broadcast hub can yield fault-free performance
constrained throughput plateau at 1120 updates/sec. Wiose to the performance achieved when a dependable
expected these two configurations to reach the samforwarder sends parts on behalf of the site. Even when
peak throughput because all servers send a part farnder attack, the peak throughput of the hub based log-
each message in both configurations, thus consuminigal link only degrades by between 30 and 40 percent,
the same amount of outgoing bandwidth. Note thatwhile resulting in a relatively small increase in latency.
Hub-Optimistic-Under-Attack has a slightly lower slope  Attacks on a flat deployment of Prime (whose effects
than Hub-Immediate, reflecting the additional latency in-were shown in [7]) can be mounted against both levels of
curred by a local timeout per wide-area round. The ef-the hierarchy. In one attack, a faulty leader can add two
fect can be seen in Figure 9, as the latency in the atmessage delays, plus an aggregation delay. In another
tack scenario is between 150 and 200ms higher than iattack, the faulty servers can cause the correct servers to
Hub-Immediate until the curves meet when the systentonsume bandwidth for message reconciliation (i.e., to
becomes saturated. Using a higher local timeout valuéring each other up to date). When the delay attack is
would increase the peak throughput of Hub-Optimisticmounted in the local site, the logical machine processing
slightly, but it would also create additional latency andtime increases by a delay whose duration is dominated by
decrease the slope of the Hub-Optimistic-Under-Attackthe aggregation constartOims in our implementation).
curve. This reflects the tradeoff between obtaining betSince local bandwidth is plentiful, the reconciliation at-
ter fault-free performance and making the protocol moretacks do not have a significant impact on performance
vulnerable to performance degradation under attack.  within the local site. The same attacks can be mounted
Finally, the erasure encoded logical link configura-on the wide area and have an impact similar to when they
tions obtained bandwidth-constrained peak throughputare mounted against physical machines. The attacks can
at around 620 updates/sec. As expected, the attack atecrease throughput by approximately a factor of 2 and
the erasure encoded logical link had almost no impact orcan increase update latency by two wide-area message
performance. The fact that faulty servers delay the senddelays plus an aggregation constant (roughly 200ms in
ing of their parts does not prevent 5 correct parts (only 3our implementation).
of which are needed to decode) from being sent to the re-
ceiving site in a timely manner. In fact, the under-attack7 Related Work
performance is slightly higher because a larger percent-
age of the site’s outgoing bandwidth is dedicated to part®ttack-Resilient State Machine Replication: Recent
from correct servers. work has focused on protocols that can perform well
Discussion: Our results demonstrate two main points. even in uncivil executions. Aiyer et al. [5] suggested
First, the logical links are effective in mitigating perfor rotating the primary to mitigate its attacks. The Prime
mance attacks on the hierarchical architecture’s inter-si system [7] formalized the need for more performance-
communication, while still allowing reasonable fault- oriented correctness criteria to augment traditionatlive
free and under-attack performance by using wide-areaess properties. The Aardvark system of Clement et
bandwidth efficiently. Second, making slightly stronger al. [15] proposed building robust Byzantine fault-toleran
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systems that sacrifice some normal-case performanagng on secure servers. The RAM system of Mao et
to guarantee acceptable performance when under a&l. [19] deploys one server in each site and assumes each
tack. Aardvark incorporates important system engineerserver is equipped with a trusted attested append-only
ing techniques that can be used to improve robustnessaemory device that signs outgoing messages, allowing
Such techniques can also be applied to our Prime-baseather sites to verify the correctness of the messages’ con-
logical machines. The Spinning protocol of Veronese etents and enabling reductions in latency. The EBAWA
al. [32] constantly rotates the primary to reduce the im-protocol of Veronese et al. [31] uses a trusted Unique Se-
pact of faulty servers. Singh et al. [27] demonstrate howquential Identifier Generator to constrain the behavior of
the performance of different protocols can degrade undefaulty servers, allowing fewer wide-area rounds.
unfavorable network conditions. _
Wide-Area Intrusion-Tolerant Replication: Stew- 8 Conclusions
ard [8] used a hierarchical architecture to scale intrusion - )
tolerant replication to large, multi-site deployents. The This paper presented an attack-r_e5|l|_ent archltectur_e for
customizable architecture in [6] generalized Steward byarge-scale intrusion-tolerant replication. We desdibe
using a local state machine replication protocol in eactrée logical link protocols for efficient, attack-resiite
site to cleanly separate the local and global protocolsiNter-site communication, and we considered the prac-
The use of state machine based logical machines hdial and theoretical implications of deploying different
been well-studied in the literature (e.g., [12, 30]). Oursta_\te machine repllcat_|on protocols in the hierarchical ar
current architecture builds on the customizable architecehitecture. Our experimental results showed the perfor-
ture, running Prime in both levels of the hierarchy. How- Mance benefits that can be realized by making slightly
ever, we show how to harden the architecture by buildingst"onger assumptions about one’s environment, without
attack-resilient logical links. The ShowByz system of making it easier for faulty servers to cause inconsistency.
Rodrigues et al. [25] supports a large deployment con-
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